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1 Introduction1

The self-interactions among the gauge bosons in the standard model (SM) is a direct conse-2

quence of the non-Abelian symmetries and their natures, equivalently, the triple and quartic3

gauge coupling constants (TGC and QGC) are completely fixed in the SM at tree-level. Elec-4

troweak measurements at LEP [1–4] Tevatron [5–10], and by several CMS studies [11, 12] with5

2010 dataset have already explored some of the parameter space of TGC couplings. As the6

statistics used in latter CMS analyses was limited, a significant improvement in precision of7

TGC measurements is expected that will allow testing the SM description of the boson self-8

interaction at LHC energies. Many extensions of the SM predict additional processes with9

multiple bosons in the final state, and therefore, any deviation of the observed value from the10

SM prediction could be an early sign of new physics at high energies. Precise measurements11

of diboson properties and cross sections are also a crucial step towards understanding the pro-12

duction of major backgrounds of Higgs boson searches at LHC. Among the various diboson13

processes produced in hadron colliders, Wγ and Zγ have the highest rate. Therefore, the study14

of these processes allows first tests of diboson production in the electroweak sector of the SM15

at the LHC.16

In this note we report the analysis of inclusive Vγ + X processes using leptonic decays of W →17

`ν and Z → `` where ` = e, µ. The Vγ productions at tree level can be represented by Feynman18

diagrams in Figs. 1 and 2 as three processes: initial state radiation (ISR) where a photon19

is produced from one of the incoming partons, final state radiation (FSR) where a photon is20

radiated off one of the charged leptons from the V boson decay, and finally when a photon is21

produced in s−channel via TGC WWγ for Wγ, and ZZγ and Zγγ for Zγ production. The last22

process is allowed only for Wγ production in the SM, as there are no neutral TGC in the SM.
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Figure 1: Feynman diagrams of the Wγ production via final (a) and initial (b) state radiation
and via WWγ trilinear gauge coupling (c).
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Figure 2: Feynman diagrams of the Zγ production via final (a) and initial (b) state radiation,
and via the trilinear gauge couplings ZZγ (c) and Zγγ (d). The latter two processes are not
allowed in the SM.

2 Data and Monte Carlo samples24

2.1 Data samples25

Information on primary datasets used for this analysis is summarized in Table 1. The offi-26

cial “May10rereco” v1 JSON file Cert 160404-163869 7TeV May10ReReco Collisions11 JSON.txt27

and “June17” JSON, Cert 160404-166861 7TeV PromptReco Collisions11 JSON.txt are applied to28

“May10rereco” and “PromptReco” v4 AOD, respectively, to select the certified runs and lu-29

minosity sections for the analyses. The total integrated luminosity for Wγ → eν + γ and30

Zγ→ ee + γ is 715 pb−1 and 710.6 pb−1 for Wγ→ µν + γ and Zγ→ µµ + γ, respectively.31

The data were reconstructed using CMSSW 4 2 4 p2 software and analyzed with CMSSW 4 2 5.32

Table 1: Summary of data samples used for Wγ→ `νγ and Zγ→ ``γ analyses.
CMS Run Range Dataset Name Used by
160404 - 163869 /SingleElectron/Run2011A-May10ReReco-v1/AOD Wγ→ eν + γ
165071 - 166861 /SingleElectron/Run2011A-PromptReco-v4/AOD Wγ→ eν + γ
160404 - 163869 /SingleMuon/Run2011A-May10ReReco-v1/AOD Wγ→ µν + γ
165071 - 166861 /SingleMuon/Run2011A-PromptReco-v4/AOD Wγ→ µν + γ
160404 - 163869 /DoubleElectron/Run2011A-May10ReReco-v1/AOD Zγ→ ee + γ
165071 - 166861 /DoubleElectron/Run2011A-PromptReco-v4/AOD Zγ→ ee + γ
160404 - 163869 /DoubleMuon/Run2011A-May10ReReco-v1/AOD Zγ→ µµ + γ
165071 - 166861 /DoubleMuon/Run2011A-PromptReco-v4/AOD Zγ→ µµ + γ
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2.2 Monte Carlo samples33

Information on Monte Carlo samples used for the analyses is given in Tables 2 and 3 for signal34

and background simulations, respectively. The corresponding leading order (LO) and next-to-35

leading order (NLO) cross sections are also listed in these Tables.36

The signal samples used for the cross section measurement are generated privately using MAD-37

GRAPH with the following generator-level requirements: Eγ
T > 5(5) GeV, p`T > 30(5) GeV,38

|η`| < 3(3), |ηγ| < 3(3), pparton
T > 10(10) GeV, and a spatial separation between a photon39

and any charged lepton in the final state ∆R(`, γ) > 0.6(0.6) for Wγ(Zγ). An additional re-40

quirement on the dilepton invariant mass of M`` > 40 GeV is used in the generation of the41

Zγ sample. For the signal samples, the cross sections are scaled to NLO using the NLO cross42

sections extracted from MCFM.43

The cross sections for background processes are given at NLO, except for the γ+jets and multi-44

jet QCD samples. All MC simulation samples are produced officially in Summer11 production.45

Events are simulated with 50 ns bunch spacing and out-of-time (OOT) pileup is also included.46

Multijet QCD and γ+jets samples are simulated with asynchronous OOT (“S3”) pileup sce-47

nario, and the rest background MC samples are simulated with synchronous OOT (“S4”) pileup48

scenario.49

Table 2: Summary of Monte Carlo signal samples used.
Process σMadGraph, pb σNLO, pb
W → eν + γ 16.6 21.41
W → µν + γ 16.6 21.41
Z → ee + γ 11.15 13.79
Z → µµ + γ 11.12 13.79

Table 3: Summary of Monte Carlo background samples used.
Process σ, pb Dataset Name (AODSIM data tier)
W → lν + jets 31314 /WJetsToLNu_TuneZ2_7TeV-madgraph-tauola
Z → ll + jets 3048 /DYJetsToLL_TuneZ2_M-50_7TeV-madgraph-tauola
tt̄ + jets 157.5 /TTJets_TuneZ2_7TeV-madgraph-tauola
WW 5.7 /WWTo2L2Nu_TuneZ2_7TeV_pythia6_tauola
WZ 0.6 /WZTo3LNu_TuneZ2_7TeV_pythia6_tauola
ZZ 0.06 /ZZTo2L2Nu_TuneZ2_7TeV_pythia6_tauola
γ + jets( p̂T : 0− 15) 8.420× 107 /G_Pt_0to15_TuneZ2_7TeV_pythia6
γ + jets( p̂T : 15− 30) 1.717× 105 /G_Pt_15to30_TuneZ2_7TeV_pythia6
γ + jets( p̂T : 30− 50) 1.669× 104 /G_Pt_30to50_TuneZ2_7TeV_pythia6
γ + jets( p̂T : 50− 80) 2.722× 103 /G_Pt_50to80_TuneZ2_7TeV_pythia6
γ + jets( p̂T : 80− 120) 4.472× 102 /G_Pt_80to120_TuneZ2_7TeV_pythia6
γ + jets( p̂T : 120− 170) 8.417× 101 /G_Pt_120to170_TuneZ2_7TeV_pythia6
γ + jets( p̂T : 170− 300) 2.264× 101 /G_Pt_170to300_TuneZ2_7TeV_pythia6
γ + jets( p̂T : 300− 470) 1.493 /G_Pt_300to470_TuneZ2_7TeV_pythia6
QCD( p̂T : 5− 15) 3.675× 1010 /QCD_Pt_5to15_TuneZ2_7TeV_pythia6
QCD( p̂T : 15− 30) 8.159× 108 /QCD_Pt_15to30_TuneZ2_7TeV_pythia6
QCD( p̂T : 30− 50) 5.312× 107 /QCD_Pt_30to50_TuneZ2_7TeV_pythia6
QCD( p̂T : 50− 80) 6.359× 106 /QCD_Pt_50to80_TuneZ2_7TeV_pythia6
QCD( p̂T : 80− 120) 7.843× 105 /QCD_Pt_80to120_TuneZ2_7TeV_pythia6
QCD( p̂T : 120− 170) 1.151× 105 /QCD_Pt_120to170_TuneZ2_7TeV_pythia6
QCD( p̂T : 170− 300) 2.426× 104 /QCD_Pt_170to300_TuneZ2_7TeV_pythia6
QCD( p̂T : 300− 470) 1.168× 103 /QCD_Pt_300to470_TuneZ2_7TeV_pythia6
QCD( p̂T : 470− 600) 7.022× 101 /QCD_Pt-470to600_TuneZ2_7TeV_pythia6
QCD( p̂T > 20) 84679.3 /QCD_Pt-20_MuEnrichedPt-15_TuneZ2_7TeV_pythia
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3 Object selection50

In this Section we document the High Level Trigger (HLT) paths used to trigger candidate51

events; the electron, muon, and photon identification and isolation criteria, and provide the52

results of comparing Monte Carlo simulation with data.53

3.1 Triggers54

3.1.1 Electron triggers55

The Wγ → eνγ and Zγ → eeγ final states are triggered by unprescaled electron triggers with56

the lowest threshold available. These triggers seeded by the ECAL L1 triggers with ET >57

15 GeV (L1 SingleEG15) or with ET > 20 GeV (L1 SingleEG20). The run history of the relevant58

triggers together with the identification and isolation requirements are given in Tables 4, 6, 559

and 7, respectively.60

Table 4: Single electron trigger requirement used for the different run ranges.
Run range L1 threshold HLT threshold HLT path Luminosity (pb−1)

160431-161176 15 27 HLT Ele27 CaloIdVT CaloIsoT TrkIdT TrkIsoT v1 6.4
161217-163261 15 27 HLT Ele27 CaloIdVT CaloIsoT TrkIdT TrkIsoT v2 38.5
163270-163869 15 27 HLT Ele27 CaloIdVT CaloIsoT TrkIdT TrkIsoT v3 159.8
165088-165633 20 32 HLT Ele32 CaloIdVT CaloIsoT TrkIdT TrkIsoT v3 133.3
165970-166861 20 32 HLT Ele32 CaloIdVT CaloIsoT TrkIdT TrkIsoT v4 385.9

Table 5: Double electron trigger requirement used for the different run ranges.
Run range L1 threshold HLT path Luminosity (pb−1)

160431-161176 12 HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v1 6.4
161217-163261 12 HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v2 38.5
163270-163869 12 HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v3 159.8
165088-165633 12 HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v4 133.3
165970-166861 12 HLT Ele17 CaloIdL CaloIsoVL Ele8 CaloIdL CaloIsoVL v5 385.9

Table 6: The summary of calorimeter identification for single electron triggers. Here (EB) and
(EE) stand for barrel and endcap portions of the ECAL, respectively.

H/E ∆ηin ∆φin σiηiη
0.05 0.008 (EB) 0.008 (EE) 0.07 (EB) 0.05 (EE) 0.011 (EB) 0.031 (EE)

The performance of these triggers and comparisons of simulation with data is given below in61

Section 3.2.1.62

3.1.2 Muon triggers63

The Wγ → µνγ process is selected using HLT_Mu30_v*for the entire run period presented64

in this note, it is seeded by L1_SingleMu12. The Zγ → µµγ processes are triggered using65

both muons of the Z boson decay by using the double muon triggers HLT_DoubleMu7_v*66

and HLT_Mu13_Mu8_v* the latter being the lowest unprescaled double muon trigger after the67

LHC achieved 1033/cm2/s. While both triggers are seeded by L1_DoubleMu3, the second68

double muon trigger has an additional L2 (muon system only) pT requirement of 7 GeV on the69

muon which passes the 13 GeV L3 (tracker + muon system) leg of HLT_Mu13_Mu8_v*.70

The performance of these triggers and comparison of simulation with data is given below in71

Section 3.3.1.72
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Table 7: The summary of isolation requirements for single electron trigger. Here (EB) and (EE)
stand for barrel and endcap portions of the ECAL, respectively.

IsoECAL/ET IsoHCAL/ET IsoTRK/ET
0.125 (EB) 0.075 (EE) 0.125 (EB) 0.075 (EE) 0.125 (EB) 0.075 (EE)

Table 8: Trigger history for µνγ and µµγ final states in the SingleMu primary dataset.
Run Trigger Integrated luminosity (pb−1)
From 160404 to 166861 HLT_Mu30_v* 706.4
From 160404 to 163869 HLT_DoubleMu7_v* 199.8
From 165088 to 166861 HLT_Mu13_Mu8_v* 506.6

3.2 Electron selection73

In this analysis we consider electrons with the identification and isolation optimized using74

Spring11 MC samples. The optimization procedure was the used in previous analyses that75

studied W → eν and Z → ee production [? ]. We summarize electron identification and76

isolation requirements below.77

The ECAL fiducial region is defined in terms of barrel and endcap sections with pseudorapidity78

ranges of |η| < 1.4442 and 1.566 < |η| < 3.0, respectively. An electron is considered to be79

within this ECAL acceptance if its associated SuperCluster (SC) is within the ECAL acceptance.80

Electron identification comprises of cuts on a cluster shape variable (σiηiη), and on track-cluster81

matching variables (∆φin and ∆ηin). Due to pileup effect, the hadronic activity behind the82

cluster (H/E) is included in HCAL isolation (IHCAL). Electrons from photon conversions are83

suppressed by requiring that the electron track has no missing tracker hits before the first hit84

in the reconstructed track assigned to the electron. Furthermore, electrons are rejected when85

a partner track is found which is consistent with a photon conversion, based on the opening86

angle, the separation in the transverse plane, and the point at which the electron and partner87

tracks are parallel (Dcot and Dist). Electron isolation is comprises of cuts on the combined88

relative isolation with fastjet correction ((IHCAL + IECAL + Itrk − ρ× π × ∆R2)/ET). In order to89

suppress the faked electron from pileup, vertex d0 should be less than 0.02 cm and vertex dz90

should be less than 0.1 cm.91

We consider three electron selection working points, WP80, WP85 and WP95, which have been92

obtained by optimizing simultaneously identification and isolation criteria in the Monte Carlo93

simulation, and giving approximately 80%, 85% and 95% selection efficiency, respectively. The94

WP80 selection gives a purer sample of prompt electrons, and is used for Wγ, while the looser95

WP85 selection is used for the Zγ analysis. The values of the cuts for WP80, WP85 and WP9596

are listed in Table 9.97

3.2.1 Performance of electron triggers and electron selection criteria98

The performance of the electron triggers and the electron selection criteria are estimated us-99

ing the tag and probe method using electrons from Z → ee production. The events for this100

study are selected using one of the single electron triggers described in Section 3.1.1 and with101

a requirement that at least one tag electron passes the stringent selection requirements:102

• must have pe
T > 35 GeV and be in the ECAL fiducial region,103

• must pass WP80 selection criteria,104
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Table 9: Selection criteria for the WP80, WP85 and WP95 electron candidates in Barrel and
Endcap sections of the calorimeter.

WP95 WP85 WP80
Barrel Endcap Barrel Endcap Barrel Endcap

Combined relative isolation 0.15 0.1 0.053 0.042 0.04 0.033
Missing hits ≤ 0 0 0 0 0 0
Dcot − − 0.02 0.02 0.02 0.02
Dist − − 0.02 0.02 0.02 0.02
σiηiη 0.012 0.031 0.01 0.031 0.01 0.031
∆φin 0.8 0.7 0.039 0.028 0.027 0.021
∆ηin 0.007 0.011 0.005 0.007 0.005 0.006

• must satisfy unprescaled electron trigger.105

We also require events to have at least one additional SuperCluster reconstructed within the106

ECAL acceptance. The events are further pre-selected by requiring the invariant mass of the107

tag and probe pair to be consistent with the Z boson mass, i.e. within 80 and 120 GeV. We do108

not require the tag and probe electron candidates to have opposite electric charges.109

The following definitions of probe electron and the passing criteria are used to study recon-110

struction, selection, and trigger efficiencies:111

• Reconstruction efficiency We require the probe SuperCluster to pass the following ad-112

ditional cleaning requirements:113

• H/E < 0.15 for EB, and < 0.07 for EE,114

• σiηiη < 0.01 for EB, and < 0.03 for EE.115

The passing probe is defined as a probe spatially matched to a reconstructed Gsf-116

Electron.117

• Selection efficiency The probe SuperCluster is spatially matched to the GsfElectron118

with pT > 35(20) GeV. A passing probe must satisfy the WP80 (WP85) criteria.119

• Trigger efficiency The probe SuperCluster is spatially matched to the GsfElectron with120

pT > 35(20) GeV, and passes the electron WP80 (WP85) selection. A passing probe121

must satisfy the trigger requirements.122

After applying the dielectron invariant mass cut some events are left with more than one Z123

candidate. In the case that there is more than one Z candidate to choose from, we make the124

following arbitration. We consider only those events which have at least one tag candidate.125

If the event has two probe electrons, and only one of them passes the tag criteria, we choose126

that electron for the probe. If the event has two probe electrons and both of them either pass or127

fail tag requirements together, we choose one of these electrons randomly. If the event contains128

more than two probe candidates, the event is vetoed.129

We take into account tag and probe permutations in both numerator and denominator of the130

efficiency calculation formula, i.e., the events with both electrons passing tag criteria contribute131

twice in numerator and in denominator.132

The number of Z boson candidates is determined from the invariant mass distribution fit to the133

convolution of a Breit-Wigner and a Crystal Ball function for signal and an exponential function134

for modeling the background. The counting method is used to compute the trigger efficiency135

because we assume there is no background to the Z → ee candidate events after applying the136
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Table 10: Summary of the measured efficiencies in data, MC simulation, and a data/simulation
ratio for electron recontruction εRECO; selection εWP80 and εWP85; and trigger efficiencies with
respect to reconstructed electrons passing WP80, εTRG80; and WP85, εTRG85.

Efficiency Data Simulation Data/Simulation
Barrel ECAL

εRECO 99.2%± 0.02% 99.3% 0.999± 0.001
εWP80 85.5%± 0.1% 86.7% 0.986± 0.001
εWP85 88.0%± 0.09% 88.8% 0.991± 0.0013
εTRG80 97.7%± 0.1% 98.2% 0.995± 0.001
εTRG85 - - -

Endcap ECAL
εRECO 98.2%± 0.03% 98.4% 0.998± 0.001
εWP80 73.7%± 0.2% 74.0% 0.996± 0.003
εWP85 80.41± 0.035 80.6% 0.9975± 0.004
εTRG80 97.0%± 0.1% 98.2% 0.993± 0.001
εTRG85 - - -

Description criterion
Kinematical (loose) pT > 20 GeV and |η| < 2.4
Kinematical (tight) pT > 35 GeV and |η| < 2.1

Number of pixel hits > 0
Number of tracker hits > 10

χ2/n.d.f < 10
Number of muon hits > 0

Number of chambers with matched segments > 1
vertex d0 < 0.02 cm
vertex dz < 0.1 cm

combined relative isolation < 0.1

Table 11: Muon identification and isolation requirements. The loose selection is used to identify
muons from Z candidates, while the tight selection is used for the W candidates.

full WP80 (WP85) selection criteria on both of the electron candidates. The trigger efficiency137

from MC is only for the HLT path HLT Ele32 CaloIdVT CaloIsoT TrkIdT TrkIsoT. These elec-138

tron reconstruction, WP80, WP85 selection and HLT efficiencies are given Figs. ??, 4, 5, and ??,139

respectively.140

The resultant efficiencies in data and simulation are given in Table 10 together with a ratio of141

efficiencies in the data and the simulation.142

3.3 Muon selection143

The events for Wγ → µνγ channel are selected by requiring the events to fire the single muon144

trigger HLT_Mu30_v*, which is unprescaled for the run period being examined. The triggers145

required for Zγ→ µµγ are HLT_DoubleMu7_v* and HLT_Mu13_Mu8_v*, the former becom-146

ing prescaled after the first 200pb−1 of integrated luminosity in 2011.147

Furthermore, the muons in Zγ (Wγ) are required to pass loose (tight) kinematical requirements148

as well as identification criteria.149

Cosmic ray muon contamination is significantly reduced by the requirement of |dxy| and |dz|150
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Figure 3: A pT-dependent and verteices-dependent electron reconstruction efficiencies in the
data and MC for barrel and endcap.
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Figure 4: A pT-dependent and verteices-dependent electron WP80 efficiencies in the data and
MC for barrel and endcap.
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to be consistent with the prompt muon production. Further cross-checks of timing and cosmic151

tagger information [? ] indicate negligible contribution from the cosmic background.152

3.3.1 Performance of muon triggers and muon selection criteria153

The performance of muon triggers and the overall muon reconstruction criteria is estimated154

using the tag and probe method.155

The overall muon identification efficiency is factorized as a product of efficiencies of several
consecutively applied requirements:

εtot = εTRK · εSA · εID · εISO · εHLT, (1)

where individual efficiencies are defined below:156

• εTRK: the efficiency of reconstructing a track in the Tracker with the required number157

of pixel and tracker hits,158

• εSA: the efficiency of reconstructing a track in the muon system, i.e., a stand-alone159

(SA) muon with at least two muon stations and one matched chamber hit,160

• εID: the efficiency of passing the GlobalMuon and TrackerMuon algorithms with the161

required cuts on |dxy|, |dz| and χ2/n.d.f,162

• εISO: the efficiency of passing the required isolation,163

• εHLT: the efficiency of satisfying the requirements of the single muon trigger or dou-164

ble muon trigger leg.165

As the requirements are applied sequentially, the efficiency for both data and MC simulation is166

estimated with respect to the previously applied criteria. εTRK is approximated by the efficiency167

of reconstructing a track given a stand-alone muon. For simplicity of implementation in the168

case of the dimuon triggers, the harder muon is required to pass the harder leg of the dimuon169

trigger. Given that the loose pT requirement is at 20 GeV for each muon, the efficiency loss due170

to this construction is minimal.171

3.3.2 Tag and Probe method172

The tag is defined as a muon that satisfies all muon selection criteria and is matched with a173

trigger object. There is no requirement on the charge of the tag as to avoid ambiguousness of174

the tag selection. The probes are defined to estimate each of the individual efficiencies defined175

by Eq. 1 with definitions and passing criterion summarized in Table 12. All probes together176

with the tag are supposed have an invariant mass 60 GeV< MTP < 120 GeV and the opposite177

charge.178

Table 12: Definition of selected probes and the passing criterion.
ε Probe definition Passing criteria
TRK SA muon Track in Tracker
SA Track in Tracker SA muon
ID Track in Tracker and SA muon Global/Tracker muon
ISO Global/Tracker muon Isolated Global/Tracker muon
HLT Isolated Global/Tracker muon Isolated Global/Tracker muon matched to HLT

179
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The efficiency is determined by measuring the number of Z boson candidates in passing and180

failing categories by fitting the dimuon invariant mass distribution in the requisite mass range.181

The signal shape is described by a Breit-Wigner distribution convoluted with a Crystal Ball182

function where its width is fixed to the width of the Z boson as determined by the PDG global183

average. The Crystal Ball function is numerically convoluted with the Breit-Wigner function to184

account for detector resolution and final state radiation effects in measured distribution. The185

background is described by an exponential function.186

The results for the overall muon identification efficiency of the selected probes are given in187

Table 13 together with the Monte Carlo results of tag and probe method and those obtained188

using the Monte Carlo truth information.189

The same method is used to get results for the efficiencies as a function of pT and η of the probe190

and as a function of the number of primary vertices in the event. The latter gives the direct191

estimate of the pile up dependence, which is found to be minimal. The results are shown in192

Figs. 7 through 11.193

3.4 Photon selection194

Photon candidates are reconstructed as SuperClusters with ET > 15 GeV in the fiducial volume195

of the ECAL detector: barrel (EB) with |η| < 1.44 and endcap (EE) with 1.57 < |η| < 2.5. The196

efficiency of identification of photons as SuperClusters is measured in MC simulation and is197

found to be very close to 100%.198

To reduce copious background objects from jets misidentified as photons we apply the same199

identification, except for η-width in EB, and isolation criteria used in the first Vγ paper [12]:200

• Jurassic ECAL isolation < 4.2 + 0.006 Eγ
T; this isolation variable is built by summing201

the transverse energy deposited in the ECAL in an annulus 0.06 < R < 0.40, exclud-202

ing a rectangular strip of ∆η × ∆φ = 0.04× 0.40.203

• Tower-based HCAL isolation < 2.2 + 0.0025 Eγ
T,204

• Hadronic/EM < 0.05,205

• Hollow cone track isolation < 2 + 0.001 Eγ
T,206

• η-width < 0.011 (EB), < 0.030 (EE),207

• Track veto: require no pixel seeds.208

The η-width requirement in EB is tighter than the one used in the previous CMS analysis [12]
to increase the purity of the signal and populate the background sideband for the ratio method
of estimation the V+jet background. The other change from the photon identification is the
correction of the isolation ρ due to pile-up events:

Isonew = Isooriginal − ρevent ×
< Iso >

< ρ >
(2)

, where <Iso>
<ρ> is also called Ae f f , where ρ is the median background density per unit area and209

computed using FASTJET package [? ]. I do not really understand what is given below. How210

can you use acceptance for pile-up correction? You can use acceptance to measure the cross211

section. Please revise!212

Comparison of corrected photon isolation variable shapes for data and MC simulation after213

applying full selection criteria is shown in Fig. 12. The results are in good agreement between214

data and MC simulation for all three isolation variables.215
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Figure 7: Top: tracking efficiency depending on pT, η, and number of primary vertices together
with Data-Monte Carlo ratio. Bottom: pT − η dependent efficiency.
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Figure 8: Top: stand-alone efficiency depending on pT, η, and number of primary vertices
together with Data-Monte Carlo ratio. Bottom: pT − η dependent efficiency.
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Figure 9: Top: matching efficiency depending on pT, η, and number of primary vertices to-
gether with Data-Monte Carlo ratio. Bottom: pT − η dependent efficiency.
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Figure 10: Top: isolation efficiency depending on pT, η, and number of primary vertices to-
gether with Data-Monte Carlo ratio. Bottom: pT − η dependent efficiency.



18 3 Object selection

 [GeV]
t

p
20 30 40 50 60 70 80 90 100

 H
L

T
_M

u
30

∈

0.7

0.75

0.8

0.85

0.9

0.95

1

Data, 710 /pb

MC simulation

 [GeV]
t

p
20 30 40 50 60 70 80 90 100

M
C

∈/
D

at
a

∈

0.8

0.85

0.9

0.95

1

1.05

Data/MC HLT_Mu30

η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

 H
L

T
_M

u
30

∈

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

Data, 710 /pb

MC simulation

η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

M
C

∈/
D

at
a

∈

0.8

0.85

0.9

0.95

1

1.05

Data/MC HLT_Mu30

# prim vertices
1 2 3 4 5 6 7 8 9 10 11

 H
L

T
_M

u
30

∈

0.7

0.75

0.8

0.85

0.9

0.95

1

Data, 710 /pb

MC simulation

# prim vertices
1 2 3 4 5 6 7 8 9 10 11

M
C

∈/
D

at
a

∈

0.8

0.85

0.9

0.95

1

1.05

Data/MC HLT_Mu30

 0.004±
0.877

 0.003±
0.917

 0.002±
0.956

 0.002±
0.954

 0.003±
0.912

 0.005±
0.867

 0.004±
0.883

 0.002±
0.925

 0.002±
0.959

 0.002±
0.956

 0.002±
0.923

 0.004±
0.882

 0.008±
0.880

 0.004±
0.922

 0.003±
0.959

 0.004±
0.952

 0.005±
0.912

 0.007±
0.901

η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

 [
G

eV
]

tp

40

60

80

100

120

140

0.87

0.88

0.89

0.9

0.91

0.92

0.93

0.94

0.95HLT_Mu30 Efficiency

Figure 11: Top: trigger efficiency depending on pT, η, and number of primary vertices together
with Data-Monte Carlo ratio. Bottom: pT − η dependent efficiency.
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Figure 12: Pileup corrected photon isolation variables for barrel (left) and endcap (right).
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We cross-check that the photons are simulated well in Monte Carlo by comparing the perfor-216

mance of the full photon selection criteria without pixel veto requirements on electrons from Z217

boson decay.218

We use the official “Tag and Probe” tool to perform this comparison Both tag and probe elec-219

trons must have hadronic over electromagnetic fraction less then 0.5, ET > 20 GeV, positioned220

in the ECAL fiducial region and be spatially separated by ∆R > 0.4 from jets that are identified221

by the anti-kT algorithm with ∆R = 0.5 and meet the following selection criteria:222

• pjet
T > 10 GeV,223

• |ηjet| < 3.0,224

• electromagnetic energy fraction between 1 and 90%,225

• n90 > 5.226

We plot the di-electron invariant mass and obtain the number of signal events from fit. The227

signal shape is taken from POWHEG at the generator level, and is convolved with a resolution228

function with floating mean and width. Background is described by exponential function.229

Di-electron mass distributions for electrons in data and MC are given in Fig. 14230

The selection criteria agrees well between that obtained in electron data and simulation sam-231

ples. The efficiencies and their ratios from tag and probe and mc truth are shown in Fig. 14232

as well as a ratio of “isTight” efficiencies measured for electrons and photons in the EB and EE233

sections of the ECAL are given in Fig. ??.234

As the Monte Carlo simulation describes data well, and results agree within 1% uncertainties235

from each other, we rely fully on Monte Carlo simulation to extract photon identification effi-236

ciency and we take a conservative systematic uncertainty of 2% due to potential discrepancy in237

modeling of the photon selection efficiency as function of photon ET. One needs to move effi-238

ciencies and scale factors from FSR photons here and somehow integrate with results from239

Zee240

3.5 MET reconstruction241

4 Measurement of Wγ production cross section242

In this section we document the measurement of the production cross section for Wγ → `νγ,243

where ` = e, µ. As the cross section diverges at LO for soft photons or those that are spatially244

close to charged lepton, we restrict our measurement to the following kinematic range:245

• The transverse photon energy must be larger than 15 GeV.246

• The lepton and the photon must spatially separated by ∆R(`, γ) > 0.7.247

4.1 Selection of Wγ → `νγ final state248

The Wγ → `νγ final state is characterized by a prompt, energetic, and isolated lepton, signifi-249

cant missing energy due to a neutrino, and a prompt isolated photon. The basic requirements250

are similar for the electron and muon channels. We describe them together and point out the251

differences when present.252

Events are selected with either single electron or single muon triggers for the electron or muon253

channels, respectively. In both cases, we use the unprescaled triggers with the lowest lepton pT254

threshold available for a given run range, as given in Tables 8 and 4. We then require a charged255
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Figure 13: Fits to di-electron mass distribution in mc EB, EE-, EE+ and data EB, EE-, EE+
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Figure 14: Efficiencies and their ratios from tag and probe method and mc truth

lepton, electron or muon, with pT > 35 GeV, which has to be matched to the trigger object firing256

the HLT.257

For the electron channel, we require one electron within the ECAL fiducial region to satisfy258

the WP80 set of identification and isolation criteria, described in Section 3.2. In addition, we259

remove the events having two or more electrons which satisfy the WP95 set of identification260

and isolation criteria, with pT > 20 GeV. This veto criterion is used to reduce a large fraction of261

Drell-Yan background.262

For the muon channel, we select events by requiring at least one muon with pT > 35 GeV263

that satisfies selection criteria outlined in Section 3.3. We reject events that have more than264

one muon candidates if the next-to-leading muon has pT > 10 GeV to reduce Drell-Yan back-265

ground.266

The missing transverse energy in the event is computed using the Particle Flow algorithm267

(pfMET). pfMET is required to be larger than 25 GeV. This requirement suppresses the back-268

grounds from Z/γ∗+jets, multijet QCD backgrounds, and γ+jets processes. The threshold269

value has been optimized to achieve the best significance defined as S/
√

B, where S is the270

number of signal events, and B is the estimated background.271

Finally, we require the presence of a photon candidate with ET > 15 GeV within the ECAL272

fiducial region. The photon candidate is required to pass the isTight photon selection described273

in Section ??.274

After the full selection, 2845 events are selected in the eνγ channel in the data with 723.9 pb−1
275

of integrated luminosity and 3228 events are selected in the µνγ channel in the data with 711276

pb−1 of integrated luminosity. Expected yields for the signal and background processes from277

Monte Carlo simulation are given in Table 16 for the eνγ channel and Table 17 for the µνγ278
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channel. A comparison of several kinematic distributions between data and Monte Carlo after279

the full event selection is shown in Fig. 15 for the muon channel and in Fig. 16 for the electron280

channel.281

4.2 Background determination282

The largest background to Wγ events comes from events in which the photon is a faked by a283

jet that has a large fraction of electromagnetic energy. The following background processes fall284

into this category:285

• W+jets where the jet fakes a photon.286

• Z+jets where one of the leptons from the Z boson decay is lost and a jet is misiden-287

tified as a photon.288

• tt̄+jets where one of the W bosons from the tt̄-pair decays into a lepton and a jet is289

misidentified as a photon.290

The fake photon background is estimated with the ratio and template methods described in291

Section ?? for both final states, eνγ and µνγ.292

For electron channel, the second major background to Wγ events comes from events in which293

electrons misidentified as photon in Drell-Yan or multiboson events. This background is esti-294

mated by the invariant mass of electron and photon. For muon channel, this background is295

small and is estimaed by using MC.296

Further backgrounds may come from:297

• Misidentified leptons from QCD γ+jet events which is negligible according to stud-298

ies based on Monte Carlo simulation samples.299

• Wγ→ τνγ where the τ decays to `νγ.300

• Zγ events.301

The estimation of all these background sources is described in the following subsections.302

4.2.1 Estimated background from a jet faking a photon in Wγ → µνγ.303

The results of background estimation using the template and ratio method for the µνγ final304

state are shown in Fig. 17. The estimated background is 1585.7 ± 36.3 (stat.) ± - (syst.) events305

using the template method. The estimated background yields for the template and ratio meth-306

ods are given in Table 18.307

308

4.2.2 Estimated background from a jet faking a photon in Wγ → eνγ.309

For the eνγ channel, the results from template and ratio background estimation is shown in310

Fig. 18. The estimated background is 1139.3 ± 27.2 (stat.) ± - (syst.) events by the template311

method and - ± - (stat.) ± - (syst.) events by the ratio method. The fitted template shapes for312

each Eγ
T bin are shown in Fig. 19 for photon candidates in the barrel and in Fig. 20 for those in313

the endcaps. The estimated background yields are listed in Table 19. The statistical errors of314

the template method come from the extended-ML fit. The systematic errors are described in315

Section ??.316
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Figure 16: Electron candidate ET in EB ECAL, that in EE ECAL, pseudorapidity, missing trans-
verse energy, invariant transverse mass, cluster transverse mass, photon candidate ET in EB
ECAL, that in EE ECAL, pseudorapidity, ∆R(e, γ), and number of good vertices overlaid dis-
tributions of the Wγ candidates in data, signal MC, and background MC for Wγ→ eνγ.
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Figure 17: Wγ → µνγ estimated background for the barrel (left) and endcap (right) photon
candidates, using template (red solid square dots) method. The errors are from the statistical
uncertainty only. The MC background estimation is shown as filled histograms.
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Figure 18: Wγ → eνγ estimated background for the barrel (left) and endcap (right) photon
candidates, using template (red solid square dots) and ratio (blue hollow square dots) methods.
The errors are from the statistical uncertainty only. The MC background estimation is shown
as filled histograms.
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Figure 19: The σiηiη distributions for the selected Wγ → eνγ events with photon candidates
identified in the barrel with the ET of 15-20 GeV (top left), 20-25 GeV (top middle), 25-30 GeV
(top right), 30-40 GeV (bottom left), 40-60 GeV (bottom middle), and 60-500 GeV (bottom right)
in data (black squares). The unbinned fit result is shown by the blue solid line, and the back-
ground component is shown in red.
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Figure 20: The same as in Fig. 19 but for the photon candidates reconstructed in the endcaps.

4.2.3 Estimation of background due to electrons misidentified as photons in Wγ →317

`νγ318

Among background contributions from processes without genuine photons, Drell-Yan, and319

multiboson production contaminate the signal when an electron is misidentified as a photon.320

This background is caused by the inefficiency of GsfElectron reconstruction, and by the ineffi-321

ciency of the pixel seed veto in discriminating photons from electrons.322

This contribution for Wγ → eνγ is estimated using data-driven method. For Z + X process,323

if an electron passes electron selection and the other electron is misidentified as a photon, the324

invariant mass of electron and photon will have a resonance at Z mass. The number of Z + X325

events is determined from the invariant mass of electron and photon distribution fit to the326

convolution of a Breit-Wigner and a Crystal Ball function for signal and an exponential function327

for modeling the background. The distribution of Me,γ and fitting results are shown in Fig. 21.328

Besides Z + X process, electron misidentification can also come from W+jets, tt̄+jets, and WW.329

This contribution is estimated using MADGRAPH W+jets, tt̄+jets, and WW samples, where we330

require photon candidates to be spatially matched to generator-level electrons. We estimated331

the yield to be 449.0 ± 47.4 (stat.) ± - (syst.) events after the full event selection for the eνγ332

final state. The uncertainty includes the statistical uncertainty of the simulated sample as well333

as the systematic uncertainties on the electron and photon energy scales.334

4.2.4 Estimation of Wγ → τνγ background in Wγ → `νγ335

A small fraction of W(eν)γ candidates come from Wγ → τνγ events. This background is
estimated using Monte Carlo. The MADGRAPH generator used to generate the Wγ→ eνγ and
Wγ → µνγ Monte Carlo is also used to generate the Wγ → τνγ Monte Carlo. The estimated
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Figure 21: The distributions of Me,γ for photon in barrel (top left) and in endcap (top right).
The fitting result for photon in barrel (bottom left) and in endcap (bottom right).
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number of selected Wγ→ τ(→ eνeντ)νγ events is 26.2 ± 1.1 (stat.) ± - (syst.). The fraction

fτ→e ≡
σW(τν)γ × εW(τν)γ

σW(eν)γ × εW(eν)γ
, (3)

is estimated to be fτ→e = 0.03 ± 0.001 (stat.) ± - (syst.). The uncertainty includes the statistical336

uncertainty of the simulation sample as well as the systematic uncertainties of the electron and337

photon energy scales.338

For the muon channel, the expected number of selected Wγ→ τ(→ µνµντ)ντγ events is deter-339

mined to be 28.9 ± - (stat.) ± - (syst.) using Monte Carlo samples (see Table 17).340

4.2.5 Estimation of Zγ → ``γ background in Wγ → `νγ341

The contribution from Zγ → eeγ events is suppressed by the second electron veto, and by the
6ET requirement. The remaining background from electrons that fail reconstruction is estimated
using Monte Carlo simulation samples. The number of selected Zγ→ eeγ in the eνγ final state
is estimated to be 32.8 ± 1.2 (stat.) ± - (syst.). The fraction

fZγ ≡
σZ(ee)γ × εZ(ee)γ

σW(eν)γ × εW(eν)γ
, (4)

is estimated to be fZγ = 0.037 ± 0.001 (stat.) ± - (syst.). The uncertainty includes statistical342

uncertainty of the simulation sample as well as systematic uncertainties on electron and photon343

energy scales.344

For the muon channel, the number of Zγ → µµγ and Zγ → ττγ events passing the full345

W(µν)γ selection is estimated to be 94.5 ± - (stat.) ± - (syst.).346

A study of the differences between the Zγ background yields in the electron and muon chan-347

nels can be found in Appendix ??.348

4.2.6 Summary of background estimation to Wγ → `νγ processes349

The expected background contributions from all considered sources for the Wγ final states is350

summarized in Table 20. The ratio and template method results agree very well with each other.351

Because the systematic uncertainties on the ratio method are smaller than those on the template352

method (see section ??), we chose the ratio method result for the cross section determination.353

4.3 Measurement of the Wγ cross section354

4.3.1 Procedure for the cross-section determination355

The measurement of cross sections is based on the formula:

σ =
Nsig

A · ε · L (5)

where Nsig is the number of observed signal events, A is the fiducial and kinematic acceptance,356

ε is the selection efficiency for events in the acceptance, and L is the integrated luminosity.357

The value of A is affected by the PDF and other theoretical uncertainties, while the value of358

ε is susceptible to errors from triggering and reconstruction. In order to control the efficiency359

uncertainties, we concentrate on the extraction of corrections to the efficiencies obtained from360

the simulation. These correction factors come from efficiency ratios ρ = ε/εsim derived by361

measuring ε and εsim in the same way on data and simulation, respectively. We then replace362
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the product A× ε by the product F × ρ, where F ≡ A× εsim is the fraction of generated events363

selected in the simulation. Furthermore, the number of signal events Nsig is not measured364

directly but is obtained by subtracting the estimated number of background events Nbackg from365

the observed number of selected events Nobs.366

Equation (5) can therefore be rewritten as

σ =
Nobs − Nbackg

F · ρ · L . (6)

We calculate F ≡ A · εMC,Wγ→`νγ using MC simulation, as F is defined as Naccept/Ngen, kin,367

where Naccept is the number of events passing all selection cuts, and Ngen, kin is the number of368

generated events with Eγ
T > 15, ∆R`,γ > 0.7.369

In the next subsections, we first list the systematic uncertainties affecting the measurement, and370

we then give the results for the measurement of the Wγ cross section for both the electron and371

muon channels.372

4.3.2 Systematic uncertainties373

We divide systematic uncertainties into 3 groups: those affecting F , those affecting the effi-374

ciency ratios, ρ, and those affecting the background estimation.375

The following systematic uncertainties affect F ≡ A · εMC,Wγ→`νγ:376

• Uncertainties in the electron and photon energy scales. The uncertainty on F is377

estimated by varying the electron and photon energy scales. Uncertainties in the378

electron energy scale and resolution only affect the electron channel.379

• F varies by less than 1% by applying an additional smearing of the electron and380

photon energies.381

• Uncertainties due to pileup. To account for this, we recalculate F using the MC382

signal samples which include simulated pileup.383

• Uncertainties of the PDF.384

The overall uncertainties on F are -% for the electron channel and -% for the muon channel.385

The correction factor (ρe f f ) takes into account the difference of efficiency between data and386

simulation. The ρe f f includes the lepton trigger, and the lepton and photon reconstruction and387

identification, eg., ρTrg80 · ρReco · ρWP80 · ργ · ρMET. The latter is the corresponding ratio for 6ET as388

evaluated in Section ??. The overall uncertainty on the correction factor (ρe f f ) is -% for eνγ and389

-% for µνγ.390

The uncertainties from the background estimation (ratio method) are -% for the barrel and -%391

for the endcap. The overall uncertainty on background estimation is -% for eνγ and -% for µνγ.392

Finally, an uncertainty coming from the measurement of the integrated luminosity, amounting393

to -%, is also taken into account.394

A summary of all of the systematic uncertainties is given in Table 21 for both the electron and395

muon channels. The main source of uncertainty in both cases, apart from the uncertainty on396

luminosity, is due to the data-driven background estimation from the ratio method. A detailed397

description of the estimation of this uncertainty can be found in Section ??.398

More detailed information can be found in Section ??.399
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4.3.3 Results for the Electron channel400

The cross-section is calculated using the expression in Equation (6).401

There are 2845 Wγ → eνγ candidates after full event selection in data with 723.9 pb−1 of402

integrated luminosity. The estimated background of W+jets is 1139.3 ± 27.2 (stat.) ± - (syst.)403

events using the template method and -± - (stat.) ± - (syst.) events using the ratio method. We404

use results of the ratio method because it gives the most accurate measurement. The estimated405

background of eeX is 449 ± 47.4 (stat.). The value of Nsig is obtained from the number of406

observed events and the estimated number of background events with the following equation:407

Nsig = Nobs − NWjet
bkg − NeeX

bkg − NW(τν)γ
bkg − NZγ

bkg, (7)

where Nobs is the number of observed events, NWjet
bkg is the estimated number of background in408

which jets fake photons, NeeX
bkg is the estimated number of background in which an electron is409

misidentified as a photon, NW(τν)γ
bkg is the estimated number of background due to the W(τν)γ410

process, and NZγ
bkg is the estimated number of background due to the Zγ process,411

The numbers that are used to calculate the cross section are summarized in Table 25.412

Finally, the estimated cross section is:

σ(pp→Wγ→ eνγ) = 45.4± 2.9 (stat.)±− (syst.)± 2.7 (lumi.) pb.

This is consistent with the theoretical NLO cross section 31.47± 0.1 pb.413

4.3.4 Results for the Muon channel414

We obtain 3228±57 events in data corresponding to 711 pb−1 of integrated luminosity after the
full set of selection criteria. Referring to Eqn. (6), Nsig is obtained by subtracting the estimated
backgrounds from the Wγ → µνγ candidate yield. The estimated total backgrounds from all
sources is given in Table 23. The full set of parameters used for the cross-section measurement
is listed in Table 24 and the value for the cross-section for the process pp→W(µνµ)γ + pp→
W → µνµγ with pγ

T >15 GeV/c and ∆R(µ, γ) > 0.7 is evaluated to be

σ(pp→Wγ→ µνγ) = 48.59±− (stat.)±− (syst.)±− (lumi.) pb.

The theoretical prediction is 31.47±− pb.415

5 Measurement of Zγ production cross section416

In this chapter we describe the measurement of the Zγ production cross section with Z boson417

decaying to either electrons or muons. In the following we collectively refer ISR Z/γ∗ γ→ ``γ418

and FSR Z/γ∗ → ``γ processes to as a Zγ production.419

Similarly to Wγ cross section measurement, it is impossible to measure the full Zγ cross section,420

so we restrict our measurement to the measurement of the Zγ production within the following421

kinematic requirements:422

1. photon ET > 15 GeV423

2. the photon should be spatially separated from either of the leptons by ∆R(`, γ) > 0.7424
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3. the dilepton invariant mass should be above 50 GeV.425

This production is well-modeled [? ] in a number of generators described in Section 2. Given426

an excellent agreement in modeling this process between samples, we choose to use the MAD-427

GRAPH generator, that models Zγ LO production with up to one jet. To simulate NLO effects,428

we scale the NLO cross section from MCFM.429

Data samples for the Zγ study are described in Section 2. The corresponding integrated lumi-430

nosity are 723.7 pb−1 for both Zγ→ eeγ and Zγ→ µµγ channels.431

The main background to this process is the Z+jets with one of the jets in the final state misiden-432

tified as a photon candidate. We use template method described in Section ?? as it offers a more433

precise measurement of the background at lower photon ET values. Other background sources434

coming from multijet QCD, diboson, and tt̄ processes are estimated from MC simulation and435

found to be negligible.436

5.1 Zγ event selection437

Events for electron channel are selected using a set of di-electron High Level Triggers, described438

in Section 3.1.1. These events are further required to have at least two electron candidates with439

pT > 20 GeV, within ECAL acceptance and passing the WP85 selection criteria described in440

Section 3.2 and at least one photon that satisfies photon selection desribed in Section ??.441

Similarly, events for Zγ → µµγ study are selected by one of the unprescaled dimuon triggers442

with the lowest-available pT threshold, given in Section 3.1.2. These events are further required443

to have at least two muons with pT > 20 GeV and passing selection criteria given in Section 3.3444

and a photon passing selection criteria.445

Applying the selection criteria yields 706 Zγ → eeγ candidate events. This is consistent with446

the MC prediction of 662.1± 4.7 events comprised of 537.9± 3.8 from signal and 121.0± 2.8447

from background.448

The Zγ→ µµγ selection criteria yields 1108 candidate events. The observed number of events449

agrees well with 993.6± 35.9 of MC prediction with 776.5± 17.9 of expected Zγ→ µµγ events450

and 217.1± 31.1 of background events.451

The photon ET, η, dielectron, and dielectron+photon invariant mass distributions for data and452

MC simulation, after applying full selection criteria, are shown in Fig. 22, and Fig. 23, and 24453

for the eeγ and µµγ final states, respectively.454

5.2 Determination of backgrounds455

The dominant background to Zγ production is Z/γ∗+jets processes, where a jet is misidenti-456

fied as a photon. For the cross section measurement we use the template method to estimate457

this background. The results from both methods are given in Table 26, The background distri-458

bution as function of photon ET are shown in Fig. ?? with the systematic uncertainty calculated459

following the procedure described in Section ??.460

The other backgrounds from QCD multijet, photon+jets, tt̄, and other di-boson processes are461

estimated from MC simulation to contribute X±X and X±X events for eeγ and µµγ channels,462

respectively, and therefore neglected in this analysis.463
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5.3 Systematic uncertainties464

Systematic uncertainties in Zγ production cross section measurement are described in Sec-465

tion ??.466

The sources of systematic uncertainties on signal estimation are summarized in Table 27 for467

both Zγ → eeγ and Zγ → µµγ channels. Uncertainty on the background estimation is dom-468

inated by the statistical sample of non-isolated photons used to derive the background using469

the ratio method. We treat this uncertainty as systematic and estimate it to be X% and X% for470

the eeγ and µµγ channels, respectively. The uncertainties on F = A · εMC are from energy471

scale and PDF. The systematic uncertainty on the efficiency is determined from the propaga-472

tion of the statistical errors on the correction factor ρeff. The systematic uncertainty on the F is473

determined from the MC simulation. We vary the photon energy by X% in EB and X% in EE,474

and with X% additional energy resolution. Those values are discussed in Section ??. For the475

electrons, the energy is varied by X% for EB and X% for EE, and smeared with an additional476

X% energy resolution. For uncertainties on pileup effect, we use MC singal sample with pileup477

scenario and recalculateF . The deviation ofF due to these variations is taken as the systematic478

uncertainty.479

Table 27: List of systematic uncertainties for Zγ cross section measurement.

eeγ µµγ

Source Systematic uncertainty Effect on F
Photon and Electron energy scale 0.03 % (EB), 0.03 % (EE) 0.13 % n/a %
Photon and Electron energy resolution 2.00 % (EB), 4.74 % (EE) 0.14 % n/a %
Muon pT scale -% - - %
Muon pT resolution -% - - %
Photon energy scale 0.03 % (EB), 0.03 % (EE) - %
Photon energy resolution 2 % (EB), 4.74 % (EE) - %
PDF 2.40 % - %
Total uncertainty on A · εMC 2.41 % - %
Source Systematic uncertainty Effect on ρe f f
Electron reconstruction 0.32 % (EB), 0.16 % (EE) -
Electron ID and isolation 0.13 % (EB), 0.47 % (EE) -
Muon ID and reconstruction -% - - - %
Photon ID and isolation 0.2 % (EB), 13.2 % (EE) - %
Total uncertainty on ρe f f 2.95 % - %
Total uncertainty on Background - % - %
Total uncertainty on Luminosity 6 % - %

5.4 Measurement of the Zγ cross section480

We calculate the cross section separately for eeγ and µµγ channels using the following formula:

σZγ→llγ =
Nobserved − Nbackground

A · εMC,Zγ→llγ · ρe f f ·
∫
L dt

, (8)

where Nobserved is number of observed Zγ candidates after the full selection, Nbackground is the481

estimated number of background events, A is the signal acceptance, εMC,Zγ→llγ is the efficiency482

for all requirements of the event selection. The A · ε is defined as Naccept/Ngen, kin, where the483

Naccept is the number of events passing all selection cuts, and the Ngen, kin is the number of484

generated events with Eγ
T > 15 GeV, ∆R`,γ > 0.7 and M`` > 50 GeV. for Zγ → eeγ and485

Zγ → µµγ, respectively. The
∫

L dt is the integrated luminosity, and ρe f f is a correction factor486

that takes into account the data/simulation efficiency difference described in Section 3.487

For Zγ → eeγ, ρe f f is calculated as a product of data/MC correction factors for electron and488

photon reconstrution and identification, i.e., ρ2
reco · ρ2

WP85 · ργ. As electrons and photons recon-489

structed in barrel and endcap have different correction factors, we rely on signal simulation490

to estimate the average correction factor for the signal. We do not take into account data/MC491

correction due to trigger efficiency modeling, as the overall trigger efficiency for eeγ channel is492

close to 100% and any modeling differences below 10% are negligible.493

Similar to electron channel, ρe f f in Zγ→ µµγ is calculated as a product of data/MC correction494

factors for muon and photon reconstrution and identification.495

The numbers that are used to calculate the cross sections are summarized in Table ??. The496

estimated cross section of Zγ → µµγ is 6.30± 0.39(stat.)± 0.81(syst.)± 0.38(lumi.) pb. The497

estimated cross section of Zγ→ eeγ is 5.57± 0.35(stat.)± 0.30(syst.)± 0.34(lumi.) pb.498



5.4 Measurement of the Zγ cross section 35

Table 13: Summary of measured efficiencies in data, MC simulation compared to MC truth
values.

Efficiency Data Simulation MC truth information
εTRK 98.96± 0.02 99.34± 0.01 99.27± 0.01
εSA 97.80± 0.03 98.23± 0.02 98.24± 0.01
εID 99.32± 0.02 99.49± 0.01 99.57± 0.01
εISO 97.36± 0.4 97.58± 0.02 97.58± 0.02
εHLTMu30
εHLTDoubleMu7
εHLTMu13Mu8

Table 14: Ae f f used for PU correction for photon selection for EB and EE, respectively.
Isolation EB EE
Tracker 0.167 0.032
ECAL 0.183 0.090
HCAL 0.062 0.180

Table 15: photon identification scale factors

ECAL scale factor lower error upper error
Endcap+ 1.053 0.002 0.004
Barrel 0.999 0.002 0.002
Endcap+ 1.040 0.002 0.095

Table 16: Data and simulation yields in Wγ→ eνγ channel for 723.9 pb−1.

cross section(pb) number of events
Wγ→ eνγ 21.41 885.5± 6.0
Wγ→ τνγ 21.41 26.2± 1.1

W+jets 31314 886.5± 18.7
Z+jets 3048 210.4± 3.2

Z + γ→ llγ 41.37 35.1± 1.0
tt̄+jets 157.5 47.3± 1.2

γ + jets by p̂T 7.8± 0.6
QCD by p̂T 12.4± 2.9

WW → 2L2Nu 5.7 7.4± 0.4
WZ → 3LNu 0.6 1.6± 0.1
ZZ → 2L2Nu 0.06 0.1± 0.005

MC(all) 2120.5± 20.2
data 2845
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Table 17: Data and simulation yields in Wγ→ µνγ channel for 711 pb−1.

cross section(pb) number of events
Wγ→ µνγ 21.41 971.4
Wγ→ τνγ 21.41 28.9

W+jets 31314 1147.4
Z+jets 3048 70.0

Z + γ→ llγ 101.2 94.5
tt̄+jets 157.5 72.2

Incl. µ QCD 84679.3 38.9
γ + jets by p̂T 1.2

WW 5.7 10.5
WZ 0.6 2.2

MC (Total) 2480.4
data 3228±57

Table 18: Fake photon background yields for Wγ→ µνγ by the ratio and template methods.

Barrel
Photon ET, GeV Background yields (Ratio) Background yields (Template)
15-20 - ± - (stat.) ± - (syst.) 643.7 ± 23.5 (stat.) ± - (syst.)
20-25 - ± - (stat.) ± - (syst.) 239.3 ± 14.4 (stat.) ± - (syst.)
25-30 - ± - (stat.) ± - (syst.) 98.3 ± 9.5 (stat.) ± - (syst.)
30-40 - ± - (stat.) ± - (syst.) 120.1 ± 10.8 (stat.) ± - (syst.)
40-60 - ± - (stat.) ± - (syst.) 58.9 ± 7.8 (stat.) ± - (syst.)
60-500 - ± - (stat.) ± - (syst.) 35.5 ± 7.1 (stat.) ± - (syst.)
Total - ± - (stat.) ± - (syst.) 1195.8 ± 32.9 (stat.) ± - (syst.)

Endcap
15-20 - ± - (stat.) ± - (syst.) 185.5 ± 9.3 (stat.) ± - (syst.)
20-25 - ± - (stat.) ± - (syst.) 79.0 ± 6.8 (stat.) ± - (syst.)
25-30 - ± - (stat.) ± - (syst.) 37.2 ± 4.7 (stat.) ± - (syst.)
30-40 - ± - (stat.) ± - (syst.) 50.6 ± 5.6 (stat.) ± - (syst.)
40-60 - ± - (stat.) ± - (syst.) 18.6 ± 4.8 (stat.) ± - (syst.)
60-500 - ± - (stat.) ± - (syst.) 18.9 ± 5.4 (stat.) ± - (syst.)
Total - ± - (stat.) ± - (syst.) 389.9 ± 15.4 (stat.) ± - (syst.)

Barrel + Endcap
15-20 - ± - (stat.) ± - (syst.) 829.3 ± 25.3 (stat.) ± - (syst.)
20-25 - ± - (stat.) ± - (syst.) 318.3 ± 15.9 (stat.) ± - (syst.)
25-30 - ± - (stat.) ± - (syst.) 135.5 ± 10.6 (stat.) ± - (syst.)
30-40 - ± - (stat.) ± - (syst.) 170.7 ± 12.2 (stat.) ± - (syst.)
40-60 - ± - (stat.) ± - (syst.) 77.5 ± 9.2 (stat.) ± - (syst.)
60-500 - ± - (stat.) ± - (syst.) 54.3 ± 9.0 (stat.) ± - (syst.)
Total - ± - (stat.) ± - (syst.) 1585.7 ± 36.3 (stat.) ± - (syst.)
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Table 19: Fake photon background yields for Wγ→ eνγ by the ratio and template methods.

Barrel
Photon ET, GeV Background yields (Ratio) Background yields (Template)
15-20 - ± - (stat.) ± - (syst.) 369.2 ± 15.0 (stat.) ± - (syst.)
20-25 - ± - (stat.) ± - (syst.) 177.2 ± 10.7 (stat.) ± - (syst.)
25-30 - ± - (stat.) ± - (syst.) 70.7 ± 6.7 (stat.) ± - (syst.)
30-40 - ± - (stat.) ± - (syst.) 80.4 ± 8.0 (stat.) ± - (syst.)
40-60 - ± - (stat.) ± - (syst.) 58.4 ± 6.7 (stat.) ± - (syst.)
60-500 - ± - (stat.) ± - (syst.) 24.3 ± 5.2 (stat.) ± - (syst.)
Total - ± - (stat.) ± - (syst.) 780.1 ± 22.8 (stat.) ± - (syst.)

Endcap
15-20 - ± - (stat.) ± - (syst.) 154.8 ± 8.3 (stat.) ± - (syst.)
20-25 - ± - (stat.) ± - (syst.) 76.5 ± 6.4 (stat.) ± - (syst.)
25-30 - ± - (stat.) ± - (syst.) 40.0 ± 4.8 (stat.) ± - (syst.)
30-40 - ± - (stat.) ± - (syst.) 38.9 ± 5.6 (stat.) ± - (syst.)
40-60 - ± - (stat.) ± - (syst.) 40.0 ± 6.3 (stat.) ± - (syst.)
60-500 - ± - (stat.) ± - (syst.) 9.2 ± 4.2 (stat.) ± - (syst.)
Total - ± - (stat.) ± - (syst.) 359.3 ± 14.9 (stat.) ± - (syst.)

Barrel + Endcap
15-20 - ± - (stat.) ± - (syst.) 524.0 ± 17.2 (stat.) ± - (syst.)
20-25 - ± - (stat.) ± - (syst.) 253.6 ± 12.5 (stat.) ± - (syst.)
25-30 - ± - (stat.) ± - (syst.) 110.7 ± 8.2 (stat.) ± - (syst.)
30-40 - ± - (stat.) ± - (syst.) 119.3 ± 9.8 (stat.) ± - (syst.)
40-60 - ± - (stat.) ± - (syst.) 98.4 ± 9.2 (stat.) ± - (syst.)
60-500 - ± - (stat.) ± - (syst.) 33.5 ± 6.7 (stat.) ± - (syst.)
Total - ± - (stat.) ± - (syst.) 1139.3 ± 27.2 (stat.) ± - (syst.)

Table 20: Summary of background contributions in Wγ final states for 723.9 pb−1. The quoted
fake photon background yield is determined by the ratio method.

Background yield in 723.9 pb−1

Background source eνγ µνγ

Fake photons 1139.3 ± 27.2 (stat.) ± - (syst.) 1585.7 ± 36.3 (stat.) ± - (syst.)
Fake leptons negligible negligible
Fake photons 449.0 ± 47.4 (stat.) ± - (syst.) - ± - (stat.) ± - (syst.)

(misid. electrons)
W(τν)γ 26.2 ± 1.1 (stat.) ± - (syst.) 28.9 ± - (stat.) ± - (syst.)

Zγ 32.8 ± 1.2 (stat.) ± - (syst.) 94.5 ± - (stat.) ± - (syst.)
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Table 21: Summary of systematic uncertainties for the Wγ cross section measurement.
eνγ µνγ

Source Systematic uncertainty Effect on F = A · εMC
Electron energy scale 0.07% 0.04% (EB), 0.22% 0.18% (EE) 0.2% n/a
Electron energy resolution 1.48% 2.02% (EB), 5.01% 3.91% (EE) 0.2% n/a
Muon pT scale 1% n/a -%
Muon pT resolution 1% n/a -%
Photon energy scale 0.07% 0.04% (EB), 0.22% 0.18% (EE) 0.1% -%
Photon energy resolution 1.48% 2.02% (EB), 5.01% 3.91% (EE) 0.1% -%
Pileup -% -%
PDF -% -%
Total uncertainty on F = A · εMC -% -%
Source Systematic uncertainty Effect on ρe f f
Electron trigger 0.05% 0.37% (EB), 0.1% 0.72% (EE) 0.02% n/a
Electron reconstruction 0.05% 0.13% (EB), 0.02% 0.2% (EE) 0.03% n/a
Electron ID and isolation 0.17% 0.7% (EB), 0.35% 3.6% (EE) 0.13% n/a
Muon trigger 0.5% n/a -%
Muon reconstruction 0.2% n/a -%
Muon ID and isolation 0.2% n/a -%
6ET selection 1.2%(e) 1.2%(µ) -% -%
Photon ID and isolation 0.8% (EB), 3.3% (EE) -% -%
Total uncertainty on ρe f f -% -%

Source Systematic uncertainty Effect on background yield
Background estimation 6.7% (EB), 15.6% (EE) -%

6.2% (EB), 18.3% (EE) -%
Source Systematic uncertainty Effect on luminosity
Luminosity 6.0% 6.0% 6.0%

Table 22: Summary of parameters for the Wγ→ eνγ cross section measurement.

Parameter Number
Nevents 2845 ± 53.3 (stat.)
NWjet

bkg 1139.3 ± 27.2 (stat.) ± - (syst.)
NeeX

bkg 449.0 ± 47.4 (stat.) ± - (syst.)

NW(τν)γ
bkg 26.2 ± 1.1 (stat.) ± - (syst.)

NZγ
bkg 32.8 ± 1.2 (stat.) ± - (syst.)

NS 1197.7 ± 76.4 (stat.) ± - (syst.)
A · εMC,Wγ→`νγ 0.0361 ± - (syst.)
ρe f f 1.009 ± - (syst.)∫
L dt 723.9 ± 43.4 (syst.)

Table 23: Background yields for Wγ process in the muon channel.
Background source yield
Fake photons (template method) 1585.7 ± 36.3
Zγ (MC) 94.5 ± - (stat.) ± - (syst.)
Wγ→ τντνµγ (MC) 28.9 ± - (stat.) ± - (syst.)
Dibosons (MC) 147.3 ± - (stat.) ± - (syst.)
QCD (MC) 38.9 ± - (stat.)
Total background events 1895.3 ± - (stat.) ± - (syst.)
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Table 24: Parameters used to calculate the Wγ cross-section in the muon channel.
Parameters Wγ→ µνγ

Nevents 3228 ± 57 (stat.)
NFake photons

bkg 1585.7 ± 36.3

NZγ
bkg 94.5

NWγ→τντνµγ

bkg 28.9
NDibosons

bkg 147.3

NQCD
bkg 38.9 (stat.)

NS 1332.7
A · εMC 0.0389
ρe f f 0.993∫
L dt 711

σ(pp→Wγ→ µνγ + X) 48.59

Table 25: Summary of parameters for the Wγ cross section measurement.

Parameters Wγ→ eνγ Wγ→ µνγ

Nobserved 2845 ± 53.3 (stat.) 3228 ± 57 (stat.)
Nbackground 1647.3 ± 54.7 (stat.) ± - (syst.) 1895.3 ± - (stat.) ± - (syst.)
A · εMC,Wγ→`νγ 0.0361 ± - (syst.) 0.0389 ± - (syst.)
ρe f f 1.009 ± - (syst.) 0.993 ± - (syst.)∫
L dt 723.9 ± 43.4 (syst.) 711 ± 4.2 (syst.)
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Figure 22: Photon candidate ET spectrum (left), photon pseudorapidity (middle), photon φ
distribution (right), for data (black dots), Zγ signal (white histogram), Z/γ∗+jets and other
backgrounds are given as red and green filled hisograms respectively.
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Figure 23: Di-electron invariant mass (left), di-electron + photon invariant mass (right), two-
dimensional plot (bottom).
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Figure 24: Photon candidate ET spectrum (left), photon pseudorapidity (middle), photon φ
distribution (right), for data (black dots), Zγ signal (white histogram), Z/γ∗+jets and other
backgrounds are given as red and green filled hisograms respectively.
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dimensional plot (bottom).
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Table 26: Z/γ∗+jets background estimation for the template method compared to MC truth.
The uncertainty for the data-driven method is statistical and systematic, while the MC truth
uncertainty is statistical only.

Zγ→ eeγ Zγ→ µµγ

ECAL Template MC truth Template MC truth
Barrel 118.2 ± 10.3 (stat.) 87.19 ± 2.4 168.0 ± 8.5 (stat.) ± 27.5 (syst.) 128.8 ± 7.7
Endcap 47.2 ± 19.1 (stat.) 33.81 ± 1.5 48.4 ± 5.1 (stat.) ± 0.5 (syst.) 48.4 ± 6.8
Total 165.4 ± 21.7 (stat.) 121.0 ± 2.8 217.1 ± 13.5 (stat.) ± 28.0 (syst.) 177.2 ± 14.5
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6 Objectives of the “Ratio” Photon Fake Method499

For events where the leading two photon candidates are really jets, we find the ratio f
e . We500

define the probability, f , that a jet from such an event will be observed as a tight-photon. The501

probability that a jet from such an event will be observed as a fake-able object is defined as e.502

This ratio can be utilized to estimate the amount of jet-jet contamination in a di-photon sample,503

either where both photon candidates pass tight selection, or where one passes tight selection504

and the other is a fake-able object. This may have the advantage over other photon fake rate505

methods of incorporating the correct quark to gluon fraction of dijet and multijet events. Here506

we calculate f
e for several pT ranges, where both photon candidates are in the same pT bin, and507

both photon candidates are in the barrel.508

The ratio f
e can be used in the following ways:509

• To estimate the number of jets contaminating a single photon sample, first select510

fake-able objects using the definitions below. Then multiply the number of fake-able511

objects by f/e to find the number of jets passing tight photon selection. This will be512

the number of jets contaminating the photon signal sample.513

• To evaluate the number of tight-tight events 1 which have both tight photons coming514

from jets within a pT range: First count the number of fake-fake events for that pT515

range. This is the number of events where the sub-leading photon candidates both516

pass the fake-able object selection, are both in the barrel or both in the end cap, and517

both in this pT range. The next step is to multiply this count by
(

f
e

)2

to get the518

number of tight-tight events that had both tight objects originate from a jet.519

• To evaluate the number of tight-fake events 2 which have the tight photon coming520

from jets within a pT range: First count the number of fake-fake events 3 within a pT521

range. It should be noted that real photons do not result in fake-able objects. Second,522

multiply this count by 2 · f
e to get the number of tight-fake events that had both tight523

objects originate from a jet. The factor of 2 to account for the combinatorics.524

7 Description of the Photon Fake Method525

We start by selecting several pT ranges of interest. In this case we have chosen: 32-37, 37-42.526

42-48, 48-54, 54-62, 62-70, 70-85, 85-100, and 100-120 GeV. The upper most bin is not used for527

the end cap since the sideband runs out of statistics. First, in the data we count the number528

of fake-fake events for each range, where both fakes are in the barrel or both in the end cap.529

Photons should never be observed as fake-able objects so we are confident that they are from530

jets. This gives us the number of jet-jet events that result in fake-fake events (nJ J−FF).531

We then consider tight-fake events 2. For the tight photon selection we apply no σiηiη cut since532

this distribution is used later for fitting using a template method. This sample is a combination533

of photon + jet events and jet+jet events where one jet passes tight photon cuts. We determine534

1A tight-tight event: when both the leading and sub-leading photon candidates pass tight selection, are in the
barrel, and are both in the pT range.

2A tight-fake event: when either the leading OR the sub-leading photon candidate passed the tight selection
criteria and the other passed fake selection criteria. Again, both objects are required to be in the barrel or both in
the end cap, and both in the relevant pT range.

3A fake-fake event is one where the leading and sub-leading photon candidates both pass the fake-able object
selection, are both in the barrel, or both in the end cap, and both in this pT range.



44 7 Description of the Photon Fake Method

how many events came from each contribution using a σiηiη template method. For each pT bin535

we fit the σiηiη distribution of the tight photon in the data with a background fake template and536

a signal photon template. We then integrate the fit templates up to the tight photon σiηiη cut to537

determine how many events from the signal and background distributions pass the full tight538

selection. This gives us the number of jet-jet events that result in a tight-fake event (nJ J−TF).539

The probability that a jet-jet event results in tight-fake event is 2 · f · e while the probability that540

jet-jet event results in fake-fake event is e2. So if there were, in truth, NJ J jet-jet events, then541

nJ J−TF = 2 · f · e · NJ J and nJ J−FF = e2 · NJ J . Then f
e = 1

2 ·
nJ J−TF
nJ J−FF

.542

7.1 Data and MC Samples Used543

A total of 1085.57 1/pb of 2011 data is used. All data ntuples were produced using CMSSW 4 2 5544

and ggNtuplizer version V04-01-05-07. The Monte Carlo was produced in CMSSW 4 2 3 using545

ggNtuplizer version V04-01-05-05.546

Data:547

/Photon/Run2011A-DiPhoton-May10ReReco-v1/RAW-RECO dataset (201.16 1/pb)548

/castor/cern.ch/user/c/cmkuo/ggNtuple/425_V04-01-05-07/job_photon_2011a_May10rereco_May27_JSON.root549

550

/Photon/Run2011A-PromptReco-v4/AOD dataset (0.49 1/pb, 768.72 1/pb, 115.20 1/pb respectively)551

/castor/cern.ch/user/c/cmkuo/ggNtuple/425_V04-01-05-07/job_photon_2011a_May10rereco_aod_Jul6_JSON.root552

/castor/cern.ch/user/c/cmkuo/ggNtuple/425_V04-01-05-07/job_photon_2011a_PR_v4_Jul1_JSON_noskim.root553

/castor/cern.ch/user/c/cmkuo/ggNtuple/425_V04-01-05-07/job_photon_2011a_PR_v4_Jul6_JSON_noskim.root554

Summer 2011 MC:555

/GluGluToHToGG_M-115_7TeV-powheg-pythia6/Summer11-PU_S3_START42_V11-v2/AODSIM556

Castor Directory /castor/cern.ch/user/c/cmkuo/ggNtuple/423_V04-01-05-05/job_ggH_115.root557

7.2 Trigger Selection558

All data is subject to the trigger requirements. For the May10 ReReco, we used:559

HLT_DoublePhoton33560

HLT_Photon36_CaloIdL_Photon22_CaloIdL561

HLT_Photon32_CaloIdL_Photon26_CaloIdL562

HLT_Photon75_CaloIdVL563

Due to unavailable HLT information, HLT DoublePhoton33 was not used for the Jul6 JSON564

ntuple. HLT Photon36 CaloIdL Photon22 CaloIdL was not used for the May10rereco aod Jul6 JSON565

ntuple. And HLT Photon32 CaloIdL Photon26 CaloIdL was not used for the Jul1 JSON or the566

Jul6 JSON ntuples.567

7.3 The Tight Barrel Photon Templates568

We use H → γγ Monte Carlo to generate the signal photon σiηiη templates. We fill the templates569

with leading and sub-leading photons that originated from a higgs (phoGenGMomPID==25)570

and passed tight photon cuts except for the σiηiη cut. We observe that the signal templates have571

no events over the σiηiη cut anyway. The passing photons then fill the template histogram for572

the appropriate pT range.573

7.4 Fake-Fake counting574

From the data we count events where the leading and sub-leading photon candidates pass the575

fake-able object selection and be in the same pT bin, and are both in the barrel or both in the576

end cap.577
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7.5 The Fake Template578

We first require that the event have at least two photon candidates, and neither have a pixel579

seed. We then fill the template histograms with the σiηiη of the leading and sub-leading photon580

candidates that pass a modified fake-able object selection. Both objects are required to either581

both be in the barrel or both in the end cap. The modified fake-able object selection differs from582

the usual fake-able object selection only in that we do not specifically select objects over the583

σiηiη cut so as to not bias the template shape.584

7.6 The Data Template585

Here we required that one of the two leading and sub-leading photon candidates is a fake-able586

object while the other passes the tight photon cuts except for the σiηiη cut. Both objects are587

required to be in the barrel or both in the end cap, and in the same pt range. We then fill the588

corresponding histogram with the σiηiη of the tight photon.589

Figure 27 shows the σiηiη distributions for the tight photon in the barrel tight-fake sample and590

template fits for several pT ranges, for the fitted MC photon signal template (blue), the fitted591

fake-able object template (magenta), and the sum of the signal and background templates (red).592

Figure 28 shows the same end cap tight-fake sample.593

h_sinin_TF_bar_a
Entries  925
Mean   0.00968
RMS    0.001303

SigmaIEtaIEta
0.006 0.007 0.008 0.009 0.01 0.011 0.012 0.013 0.0140

50

100

150

200

250

 in bar, 32 to 37 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_a
Entries  925
Mean   0.00968
RMS    0.001303

h_sinin_TF_bar_a
Entries  925
Mean   0.00968
RMS    0.001303

h_T_bar_a
Entries  7112
Mean   0.009206
RMS    0.0006391

h_F_bar_a
Entries  29304
Mean   0.01012
RMS    0.001529

Data

Total Fit

Fitted tight tempalte

Fitted fake tempalte

 in bar, 32 to 37 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_b
Entries  1221
Mean   0.009648
RMS    0.001388

SigmaIEtaIEta
0.006 0.007 0.008 0.009 0.01 0.011 0.012 0.013 0.0140

50

100

150

200

250

300

350

 in bar, 37 to 42 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_b
Entries  1221
Mean   0.009648
RMS    0.001388

h_sinin_TF_bar_b
Entries  1221
Mean   0.009648
RMS    0.001388

h_T_bar_b
Entries  8343
Mean   0.009187
RMS    0.0006605

h_F_bar_b
Entries  33810
Mean   0.01012
RMS    0.001557

Data

Total Fit

Fitted tight tempalte

Fitted fake tempalte

 in bar, 37 to 42 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_c
Entries  917
Mean   0.009556
RMS    0.001313

SigmaIEtaIEta
0.006 0.007 0.008 0.009 0.01 0.011 0.012 0.013 0.0140

50

100

150

200

250

 in bar, 42 to 48 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_c
Entries  917
Mean   0.009556
RMS    0.001313

h_sinin_TF_bar_c
Entries  917
Mean   0.009556
RMS    0.001313

h_T_bar_c
Entries  10822
Mean   0.009174
RMS    0.0006253

h_F_bar_c
Entries  30778
Mean   0.01013
RMS    0.001567

Data

Total Fit

Fitted tight tempalte

Fitted fake tempalte

 in bar, 42 to 48 γSigmaIetaIeta dist of TF final state, T 

h_sinin_TF_bar_d
Entries  461
Mean   0.00953
RMS    0.001298

SigmaIEtaIEta
0.006 0.007 0.008 0.009 0.01 0.011 0.012 0.013 0.0140

20

40

60

80

100

120

140

 in bar, 48 to 54 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_d
Entries  461
Mean   0.00953
RMS    0.001298

h_sinin_TF_bar_d
Entries  461
Mean   0.00953
RMS    0.001298

h_T_bar_d
Entries  10820
Mean   0.009169
RMS    0.0006246

h_F_bar_d
Entries  22058
Mean   0.01015
RMS    0.001597

Data

Total Fit

Fitted tight tempalte

Fitted fake tempalte

 in bar, 48 to 54 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_e
Entries  403
Mean   0.009451
RMS    0.001267

SigmaIEtaIEta
0.006 0.007 0.008 0.009 0.01 0.011 0.012 0.013 0.0140

20

40

60

80

100

120

140

 in bar, 54 to 62 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_e
Entries  403
Mean   0.009451
RMS    0.001267

h_sinin_TF_bar_e
Entries  403
Mean   0.009451
RMS    0.001267

h_T_bar_e
Entries  13330
Mean   0.009157
RMS    0.0006239

h_F_bar_e
Entries  19605
Mean   0.01018
RMS    0.001602

Data

Total Fit

Fitted tight tempalte

Fitted fake tempalte

 in bar, 54 to 62 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_f
Entries  244
Mean   0.009403
RMS    0.001097

SigmaIEtaIEta
0.006 0.007 0.008 0.009 0.01 0.011 0.012 0.013 0.0140

10

20

30

40

50

60

70

80

90

 in bar, 62 to 70 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_f
Entries  244
Mean   0.009403
RMS    0.001097

h_sinin_TF_bar_f
Entries  244
Mean   0.009403
RMS    0.001097

h_T_bar_f
Entries  11667
Mean   0.009158
RMS    0.0005882

h_F_bar_f
Entries  12059
Mean   0.0102
RMS    0.001604

Data

Total Fit

Fitted tight tempalte

Fitted fake tempalte

 in bar, 62 to 70 γSigmaIetaIeta dist of TF final state, T 

h_sinin_TF_bar_g
Entries  352
Mean   0.009322
RMS    0.001166

SigmaIEtaIEta
0.006 0.007 0.008 0.009 0.01 0.011 0.012 0.013 0.0140

20

40

60

80

100

120

140

 in bar, 70 to 85 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_g
Entries  352
Mean   0.009322
RMS    0.001166

h_sinin_TF_bar_g
Entries  352
Mean   0.009322
RMS    0.001166

h_T_bar_g
Entries  16535
Mean   0.009161
RMS    0.0005765

h_F_bar_g
Entries  14355
Mean   0.01019
RMS    0.001589

Data

Total Fit

Fitted tight tempalte

Fitted fake tempalte

 in bar, 70 to 85 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_h
Entries  129
Mean   0.009437
RMS    0.001186

SigmaIEtaIEta
0.006 0.007 0.008 0.009 0.01 0.011 0.012 0.013 0.0140

10

20

30

40

50

 in bar, 85 to 100 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_h
Entries  129
Mean   0.009437
RMS    0.001186

h_sinin_TF_bar_h
Entries  129
Mean   0.009437
RMS    0.001186

h_T_bar_h
Entries  11012
Mean   0.009162
RMS    0.0005539

h_F_bar_h
Entries  9317
Mean   0.01018
RMS    0.001581

Data

Total Fit

Fitted tight tempalte

Fitted fake tempalte

 in bar, 85 to 100 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_i
Entries  81
Mean   0.009397
RMS    0.0008945

SigmaIEtaIEta
0.006 0.007 0.008 0.009 0.01 0.011 0.012 0.013 0.0140

5

10

15

20

25

30

35

 in bar, 100 to 120 γSigmaIetaIeta dist of TF final state, T h_sinin_TF_bar_i
Entries  81
Mean   0.009397
RMS    0.0008945

h_sinin_TF_bar_i
Entries  81
Mean   0.009397
RMS    0.0008945

h_T_bar_i
Entries  9014
Mean   0.009175
RMS    0.0005307

h_F_bar_i
Entries  6551
Mean   0.01015
RMS    0.001565

Data

Total Fit

Fitted tight tempalte

Fitted fake tempalte

 in bar, 100 to 120 γSigmaIetaIeta dist of TF final state, T 

Figure 27: The σiηiη distributions for the tight object in the barrel tight-fake sample and template
fits for nine pT ranges. In blue are the fitted MC photon signal template. In magenta are the
fitted fake-able object template. In red is the sum of the signal and background templates.

7.7 Fake-able Object and Tight Object Definitions594

These definitions use a σiηiη cut of 0.011 in order to preserve the σiηiη side band.595
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Figure 28: The σiηiη distributions for the tight object in the end cap tight-fake sample and tem-
plate fits for eight pT ranges. In blue are the fitted MC photon signal template. In magenta are
the fitted fake-able object template. In red is the sum of the signal and background templates.

Tight photon Definition:596

For the Barrel |phoEta| < 1.4442597

phoHoverE < 0.05 &&598

phohasPixelSeed == 0 &&599

phoTrkIsoHollowDR04 < 2.0+0.001*phoEt + 0.167*rho25 &&600

phoEcalIsoDR04 < 4.2+0.006*phoEt + 0.183*rho25 &&601

phoHcalIsoDR04 < 2.2+0.0025*phoEt + 0.062*rho25 &&602

phoSigmaIEtaIEta< 0.011603

604

For the End Cap: 1.566 < |phoEta | < 2.6605

phoHoverE < 0.05 &&606

phohasPixelSeed == 0 &&607

phoTrkIsoHollowDR04 < 2.0+0.001*phoEt + 0.032*rho25 &&608

phoEcalIsoDR04 < 4.2+0.006*phoEt + 0.090*rho25 &&609

phoHcalIsoDR04 < 2.2+0.0025*phoEt + 0.180*rho25 &&610

phoSigmaIEtaIEta <0.030611

612

613

Fake-able object Definition:614

For the Barrel |phoEta| < 1.4442615

616

phoHoverE < 0.05 &&617

phoSigmaIEtaIEta < 0.014 &&618

phoTrkIsoHollowDR04 < Min(5*(3.5 + 0.001*phoEt + 0.167*rho25), 0.2* phoEt) &&619

phoEcalIsoDR04 < Min( 5*(4.2 + 0.006*phoEt + 0.183*rho25), 0.2* phoEt) &&620

phoHcalIsoDR04 < Min( 5*(2.2 + 0.0025*phoEt + 0.062*rho25), 0.2* phoEt) &&621

(622

phoSigmaIEtaIEta > 0.011 or623

phoTrkIsoHollowDR04 > (3.5 + 0.001*phoEt + 0.167*rho25) or624

phoEcalIsoDR04 > (4.2+ 0.006*phoEt + 0.183*rho25) or625
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phoHcalIsoDR04 > (2.2 + 0.0025*phoEt + 0.062*rho25)626

)627

628

For the End Cap: 1.566 < |phoEta | < 2.6629

630

phoHoverE < 0.05 &&631

phoSigmaIEtaIEta <0.035 &&632

phoTrkIsoHollowDR04 < Min( 5*(3.5 + 0.001 * phoEt + 0.032*rho25), 0.2* phoEt) &&633

phoEcalIsoDR04 < Min( 5*(4.2+0.006* phoEt + 0.090*rho25 ), 0.2* phoEt) &&634

phoHcalIsoDR04 < Min( 5*(2.2+0.0025* phoEt + 0.180*rho25), 0.2* phoEt) &&635

(636

phoSigmaIEtaIEta >0.030 or637

phoTrkIsoHollowDR04 > (3.5 + 0.001 * phoEt + 0.032*rho25) or638

phoEcalIsoDR04 > ( 4.2+ 0.006 * phoEt + 0.090*rho25) or639

phoHcalIsoDR04 > (2.2 + 0.0025 * phoEt + 0.180*rho25)640

)641

642

643

644

645

8 Results646

We evaluated the f
e fake rates for several pT ranges and are summarized in Table 29 and in647

Figure 29 for the barrel, and Table 31 and in Figure 30 for the end cap. We fit the f
e fake rate vs.648

pT to the functional form f
e = p0 + p1

pp2
T

. The fit parameters are listed in Table 30 and Table 32649

for the barrel and end cap respectively.650

The errors listed below are statical errors that do not account for the systematic uncertainty651

in the choice of Monte Carlo photon template. It is clear from Figure 27 that the Monte Carlo652

template does conform to the asymmetry of the peak in the σiηiη distribution of tight barrel653

photons.654

In 2010 (see AN2010 365 v3) a 20% systematic uncertainty was recommended to account for655

the variation in the photon fake rates derived from various methods. This 20% systematic656

uncertainty should be assumed for here as well on top of the statistical errors listed below.657

photon ET (GeV) f /e
32-37 0.392 ± 0.035
37-42 0.223 ± 0.017
42-48 0.147 ± 0.013
48-54 0.116 ± 0.015
54-62 0.078 ± 0.011
62-70 0.053 ± 0.011
70-85 0.044 ± 0.008
85-100 0.048 ± 0.013
100-120 0.027 ± 0.010

Table 29: f
e fake rates for barrel objects for several ET ranges. The errors are statistical only.
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Figure 29: f
e fake rates for the barrel for nine pT ranges and a fitted curve of the form f

e =

p0 + p1
pp2

T
with parameters given in Table 30.

9 The Unbinned Template Method for Determining Photon Fake658

Rate659

The template method from last year’s analysis [12] has also been implemented this year with660

one major improvement. In this revision of the method, signal and background templates used661

are smoothed using kernel density estimation [13] or direct interpolation, in the case of high662

statistics for the template, to allow for unbinned fits of the σiηiη distribution of selected photons663

to be performed. This change represents an improvement in the statistical error on the with664

respect to the binned template method. Additionally, studies can be performed to assess the665

true size of the systematic errors coming from differences in template shape between data and666

monte carlo.667

To verify this update to the template method a monte carlo closure test was performed using the668

Summer11 MC samples. The test was performed by creating templates using signal and back-669

ground template selections similar to those in data. The resulting unbinned templates were fit670

to a properly weighted mixture of Wγ and W+Jets events, accounting for pileup reweighting.671

We found that, to within errors, the unbinned template method agrees with the central value672

NAME VALUE ERROR
p0 3.0e-02 ± 0.8e-02
p1 3.45e+05 ± 6.2e+05
p2 3.904 ± 0.49

Table 30: Barrel misidentification rate f
e = p0 + p1

pp2
T

fit parameters
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phoEt Range (GeV) f /e
32-37 0.321 ± 0.050
37-42 0.189 ± 0.021
42-48 0.138 ± 0.018
48-54 0.128 ± 0.024
54-62 0.097 ± 0.022
62-70 0.055 ± 0.020
70-85 0.052 ± 0.017
85-100 0.044 ± 0.028

Table 31: f
e fake rates for end cap objects for several pT ranges. The errors are statistical only.
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Figure 30: f
e fake rates for the end cap for eight pT ranges and a fitted curve of the form f

e =

p0 + p1
pp2

T
with parameters given in Table 32.

predicted by monte carlo ( 31) with the exception of two bins in the endcap.673

The compatibility of the fake rate method using a data driven template, selection as in 2010674

analysis, in data between the barrel and endcap regions of the ECAL was also examined. We675

find that the fake rate estimation differs significantly for low pT in the endcaps. This difference676

is attributed to more stringent selection cuts for photons in the endcaps 32.677

NAME VALUE
p0 3.5e-02 ± 2.6e-02
p1 2.23e+04 ± 9.1e+04
p2 3.212 ± 1.15

Table 32: End cap rake rate fit parameters. f
e = p0 + p1

pp2
T
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Figure 31: Results of the MC closure test in the barrel and endcaps using Summer 11 MC.
Connected points are from the unbinned fit while starred points are the expectation from MC.
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Figure 32: Results of using a data driven background template to fit Wγ events with photons
in the ECAL barrel (starred) and endcap (connected). The endcap has systematically less back-
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10 Measuring photon identification efficiency using Final State678

Radiation679

Photon candidates from the FSR Z→ µµγ process have the smallest background contamination680

from the Z+jets production due to an invariant mass constraint on the dimuon plus photon in-681

variant mass. By requiring the dimuon mass below the nominal Z boson mass, we implicitely682

require a photon to be radiated off a muon. This requirement significantly reduces Z+jets con-683

tribution to a negligible level. In this study, we use FSR Zγ candidate events to cross check the684

photon selection efficiency obtained from MC studies and from studies of Z→ ee process.685

We select the FSR Zγ candidates by selecting a pair of muon candidates that satisfy the follow-686

ing selection criteria687

• pT > 20 GeV and |η| < 2.4688

689

• Number of pixel hits > 0690

691

• Number of tracker hits > 10692

693

• χ2/n.d.f < 10694

695

• Number of muon hits > 0696

697

• Number of chambers with matched segments > 1698

699

• vertex d0 < 0.02 cm700

701

• vertex dz < 0.1 cm702

703

We also require the invariant mass of the dimuon candidate events to be between 30 and 82704

GeV. The selected events are further required to have a photon candidate with ET > 15 GeV705

and |η| < 2.5. Photons from Zγ FSR process tend to be collinear to the direction of the radiating706

muon (see Fig. 33), and the latter spoils the photon isolation requirements (see Fig. 34).707

To improve the photon selection efficiency, we modify the photon isolation by removing the708

muon inner transverse momentum from the photon’s tracking isolation. We also remove the709

muon energy deposition in photon’s ECAL and HCAL isolation. This procedure has a negligi-710

ble impact on the backgrounds from Z+jets processes but significantly improves the efficiency711

of Zγ FSR selection criteria.712

To esitmate the efficiency of a given photon identification requirement we estimate the number713

of the FSR Zγ candidate events before and after applying a given criterion by fitting the dimuon714

plus photon invariant mass to a Crystal Ball function convoluted with a Gaussian distribution715

for signal and sum of two Gaussian distributions for background. An example of such fits are716

given in Fig 35.717

The final results for the photon ID efficiency are shown in Fig. 36. The efficiencies with respect718

to the different components of the photon ID can be found in Appendix ??. The results from719

data are shown together with those obtained using the same method in Monte Carlo simu-720

lation, as well as those obtained with the Monte Carlo truth. Averaged over the photon ET,721
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Figure 33: Spatial separation between photon and muon candidates from Zγ FSR production.
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Figure 35: Top: Fit to mµµγ distribution in data for passing (a) and failing (b) photon candidates.
Bottom: Fit to the same in Monte Carlo simulation for passing (a) and failing (b) probes.
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we measure the photon identification efficiency of (83.0± 1.0)% in data and (81.0± 1.0)% in722

MC simulation, where the uncertainty is statistical. The systematic uncertainty is estimated to723

be 3% due to modeling of the background shape of the dimuon plus photon invariant mass724

distribution.725

graphicx subfig726

11 Distribution of Helicity Angles727

Several other kinematic quantities characterize the Zγ final state. These include the helicity728

angles, θZ, φZ, θ`+ , φ`+ . The first two represent the polar and azimuthal angles of the Z-boson in729

the Zγ rest frame. The last two denote the polar and azimuthal angles of the positively charged730

lepton in the rest frame of the Z-boson. The quantity ψ = φ`+ − φZ can be interpreted as the731

angle between the Zγ production plane and the Z decay plane.732

Figures 38, 39 and 40 compare the distributions of cos θZ, cos θ`+ , and ψ observed in the data to733

those predicted by the standard model. The agreement between data and Monte Carlo verifies734

detailed aspects of the CMS efficiency corrections.735

A future analysis will extract the helicity parameters underlying these angular distributions.736

The helicity analysis may be sensitive to interference effects not present in the distributions of737

photon pT.738
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A MCFM - Madgraph comparison for Wγ channel739

MC Wγ sample is generated using Madgraph generator and contains up to 1 jet. However,740

Madgraph generator does not contain virtual loop. New MCFM generator (MCFM 6.0) can741

provide both LO and NLO cross section and also contains both FSR and ISR processes.742

In this section, we compare the generator level information for the Wγ channel between MCFM743

and Madgraph generators.744

The following cuts were used for production in both generators:745

• photon Eγ
T > 10 GeV,746

• lepton pl
T > 35 GeV,747

• MET ¿ 25 GeV,748

• |ηe| < 2.5 and |ηγ| < 2.5,749

• the photon must be spatially separated by ∆Rl,γ > 0.7 from either lepton,750

• for the Madgraph generator sample, we apply a minimum jet transverse momentum751

cut of 10 GeV.752

MCFM used CTEQ6L1 PDF set for LO and CTEQ66M PDF set for NLO. Madgraph used753

CTEQ6L1 PDF set. Both generators used running scale.754

The cross sections calculated by MCFM and Madgraph generators are given in Table 33. The755

k-factor as a function of photon transverse momentum is calculated by MCFM and shown in756

Fig.41.757

The comparison plots for LO between MCFM and Madgraph Wγ+0Jet can be seen in Fig. 42758

for the photon transverse momentum(Pγ
T ), pseudorapidity (ηγ), ∆Rl,γ, electron transverse mo-759

mentun (Pe
T), pseudorapidity (ηe) distributions.760

The comparison plots for NLO between MCFM and Madgraph Wγ+0Jet can be seen in Fig. 43761

for the photon transverse momentum(Pγ
T ), pseudorapidity (ηγ), ∆Rl,γ, electron transverse mo-762

mentun (Pe
T), pseudorapidity (ηe) distributions. Madgraph Wγ+0Jet distributions are normal-763

ized to the k-factor as a function of photon transverse momentum.764

The comparison plots for NLO between MCFM and Madgraph Wγ+1Jet can be seen in Fig. 44765

for the photon transverse momentum(Pγ
T ), pseudorapidity (ηγ), ∆Rl,γ, electron transverse mo-766

mentun (Pe
T), pseudorapidity (ηe) distributions. Madgraph Wγ+0Jet distributions are normal-767

ized to MCFM NLO cross section and the k-factor as a function of photon transverse momen-768
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Figure 39: Comparison between data and SM prediction for cos θ`
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Table 33: Cross sections estimated by the MCFM and Madgraph generators for the W(→ eν)γ
channel. The jet multiplicity numbers are exclusive.

NLO σMCFM LO σMCFM LO σMadgraph+0Jets
3.57 pb 1.71 pb 1.78 pb
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Figure 41: The k-factor as a function of photon transverse momentum.



59

0 10 20 30 40 50 60 70 80 90 100

 (
pb

/G
eV

)
T

/d
P

σd

-310

-210

-110

1

10

210 ; PDF = CTEQ6L1γνe→γW

 (MCFM) = 1.71 pbσLO 

 (Madgraph) = 1.78 pbσLO 

CMS Simulation 2011  = 7 TeVs

 (GeV)e
TP

0 10 20 30 40 50 60 70 80 90 100

R
at

io

0

0.5

1

1.5

2

2.5

3 -5 -4 -3 -2 -1 0 1 2 3 4 5

 (
pb

)
η

/dσd

1
2
3
4
5
6
7
8
9

10

; PDF = CTEQ6L1γνe→γW

 (MCFM) = 1.71 pbσLO 

 (Madgraph) = 1.78 pbσLO 

CMS Simulation 2011  = 7 TeVs

eη
-5 -4 -3 -2 -1 0 1 2 3 4 5

R
at

io
0

0.5

1

1.5

2

2.5

3

0 50 100 150 200 250 300 350 400 450 500

 (
pb

/G
eV

)
T

/d
P

σd

-710

-610

-510

-410

-310

-210

-110

1

10

; PDF = CTEQ6L1γνe→γW

 (MCFM) = 1.71 pbσLO 

 (Madgraph) = 1.78 pbσLO 

CMS Simulation 2011  = 7 TeVs

 (GeV)
γ
TP

0 50 100 150 200 250 300 350 400 450 500

R
at

io

0

0.5

1

1.5

2

2.5

3 -5 -4 -3 -2 -1 0 1 2 3 4 5

 (
pb

)
η

/dσd

1
2
3
4
5
6
7
8
9

10

; PDF = CTEQ6L1γνe→γW

 (MCFM) = 1.71 pbσLO 

 (Madgraph) = 1.78 pbσLO 

CMS Simulation 2011  = 7 TeVs

γη
-5 -4 -3 -2 -1 0 1 2 3 4 5

R
at

io

0

0.5

1

1.5

2

2.5

3

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

) 
(p

b)
γ

R
(e

, 
∆/σd

1
2
3
4
5
6
7
8
9

10

; PDF = CTEQ6L1γνe→γW

 (MCFM) = 1.71 pbσLO 

 (Madgraph) = 1.78 pbσLO 

CMS Simulation 2011  = 7 TeVs

)γR(e, ∆
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

R
at

io

0

0.5

1

1.5

2

2.5

3

Figure 42: The distributions of Electron candidate ET, pseudorapidity, photon candidate ET,
pseudorapidity, and ∆R(e, γ). MCFM results are shown in red line and Madgraph results are
shown in green dash line.
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Figure 43: The distributions of Electron candidate ET, pseudorapidity, photon candidate ET,
pseudorapidity, and ∆R(e, γ). MCFM results are shown in red line and Madgraph results are
shown in green dash line.
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Figure 44: The distributions of Electron candidate ET, pseudorapidity, photon candidate ET,
pseudorapidity, and ∆R(e, γ). MCFM results are shown in red line. Madgraph results normal-
ized to MCFM NLO cross section are shown in green dash line. Madgraph results normalized
to k-factor are shown in pink dash line.
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